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A B S T R A C T   

Geothermal systems consisting of fractures in impermeable rocks are difficult to characterize by in situ methods. 
In an effort to link characteristics of small-scale and large-scale fractures, this study investigated possible re
lations between their geophysical parameters. We upscaled the relationship between fracture permeability and 
formation factor in a laboratory specimen to larger fracture dimensions. Microscopic flow characteristics indicate 
that this relationship is related to the tortuosity of flow paths. We derived an empirical formula that directly 
predicts changes in fracture permeability from changes in formation factor. This relation may make it possible to 
monitor subsurface hydraulic activities through resistivity observations.   

1. Introduction 

High-enthalpy geothermal systems generally consist of fracture sys
tems developed in impermeable host rocks (e.g., volcanic rocks, hard 
pyroclastic rocks, and plutonic rocks). Because fractures in an imper
meable rock mass effectively control the bulk flow of a system (Kranz 
et al., 1979), the behavior of fluid flow in fractures and its temporal 
changes need to be closely examined and well characterized for sus
tainable development of geothermal resources. Hydrothermal systems 
are typically imaged and monitored by geophysical methods such as 
seismic, electric, and electromagnetic observations. For example, mag
netotelluric observations have made it feasible to image hydrothermal 
systems (Hata et al., 2015; Maithya and Fujimitsu, 2019; Mogi and 
Nakama, 1993; Tsukamoto et al., 2018) and to detect changes in elec
trical resistivity associated with hydrothermal activity or hydraulic 
stimulation of enhanced geothermal systems (EGS) (Abdelfettah et al., 
2018; Aizawa et al., 2011; Didana et al., 2017; Jackson et al., 1985; 
Peacock et al., 2012, 2013). Geothermal developments would benefit if 
changes in hydraulic properties could be linked to geophysical proper
ties that can be remotely monitored; thus, investigating these geophys
ical properties of fractures should lead to better understanding of 

geothermal systems. 
The electric current or fluid flow in fractures can be modeled by a 

small aperture between parallel plates. Assuming that only an electro
lyte in a single fracture carries electric current, the associated electric 
current I can be described by the linear relation (e.g., Brown, 1989) 

I = −
Wde

ρ ∇V, (1)  

where W is the fracture width, de is the electric aperture, ρ is the re
sistivity, and ∇V is the potential gradient. In contrast, the fluid flow in a 
fracture is commonly described by the cubic law (e.g., Witherspoon 
et al., 1980) 

Q = −
Wdh

3

12μ ∇P, (2)  

where Q is the flow rate, dh is the hydraulic aperture, μ is viscosity, and 
∇P is the pressure gradient. Because both electrical and hydraulic 
properties vary with aperture changes, changes in electrical properties 
could be correlated with changes in hydraulic properties. Electrical 
properties of rocks often have a linear relationship with permeability in 
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logarithmic coordinates (Archie, 1942; Walsh and Brace, 1984). The 
electrical conductivity in saw-cut fractures also has a linear relationship 
with permeability in logarithmic coordinates (Stesky, 1986). In contrast, 
studies based on single synthetic rough-walled fractures have reported 
that resistivity and permeability have a nonlinear relationship in loga
rithmic coordinates (Brown, 1989; Kirkby et al., 2016). This nonline
arity has also been confirmed in numerical simulations of digitized 
natural rock fractures (Sawayama et al., 2021). The cause of this 
discrepancy may be the heterogeneous distribution of fracture apertures 
(or asperities) due to the roughness of fracture surfaces, which causes 
hydraulic properties to deviate from predictions based on the 
parallel-plate model, especially under high normal stress (Jaeger et al., 
2007; Pyrak-Nolte et al., 1988; Raven and Gale, 1985; Tsang and 
Witherspoon, 1981). Because high-enthalpy geothermal systems 
generally include subsurface fracture systems at depths of 1 km or 
greater, it is necessary to investigate the hydraulic and electrical prop
erties of rough-walled fractures subjected to high normal stress. More
over, subsurface stress perturbations induce aperture changes of 
subsurface fractures, and hence changes in these relationships with 
aperture closure also need to be understood to monitor transient 
changes in subsurface hydraulic properties. 

The heterogeneous distribution of apertures influences the formation 
of preferential flow paths within fractures, known as the channeling 
flow (Brown et al., 1998; Ishibashi et al., 2015; Tsang and Tsang, 1987; 
Vogler et al., 2018; Watanabe et al., 2008). Channeling flow has also 
been revealed through field observations (Ishibashi et al., 2015; Tsang 
and Neretnieks, 1998). In geothermal systems, the channeling flow 
controls the heat-exchange performance of the hot rock mass and the 
fluid–rock chemical interactions of dissolution and precipitation 
(Hawkins et al., 2018; Neuville et al., 2010; Okoroafor and Horne, 2019; 
Sausse, 2002; Singurindy and Berkowitz, 2005). Thus, in addition to 
fracture permeability, changes in the channeling flow with changes in 
fracture aperture need to be clarified for a better understanding of hy
draulic activities in geothermal systems. 

Another important issue in interpreting results from field observa
tions is validation of scaling laws between fracture length scales and 
geophysical properties, because the scaling effect appears in the distri
bution of apertures in natural rock fractures (Brown, 1995; Brown and 
Scholz, 1985; Schultz et al., 2008). The aperture structure can be 
modeled as the contact of two surfaces (footwall and hanging wall) with 
random surface heights (Brown, 1995). In examinations of the power 
spectrum density (PSD) of modeled apertures by means of Fourier 
transforms, the log-log relationship between PSD and aperture 

wavelengths shows a fractal characteristic at short wavelengths 
whereby the PSD increases linearly with increasing spatial wavelength, 
whereas the PSD of the aperture remains constant at wavelengths longer 
than a particular threshold wavelength because the two surfaces are 
mated at larger wavelengths. The degree of matedness gradually in
creases with increasing aperture wavelength (Brown et al., 1986; Glover 
et al., 1997, 1998a; Ogilvie et al., 2006; Olsson and Brown, 1993). For 
interpreting field observations, it is thus essential to clarify how this 
long-wavelength matedness affects the hydraulic and electrical trans
ports. Some studies based on fluid flow experiments and field in
vestigations have suggested that fracture permeability of mated 
fractures (joints) is scale-dependent (Raven and Gale, 1985; With
erspoon et al., 1979), whereas more recent studies based on experiments 
and numerical simulations of synthetic fractures (Ishibashi et al., 2015; 
Matsuki et al., 2006) have concluded that it is scale-independent. 
Because no study has yet clarified a scaling law of fracture resistivity 
and the relationship between resistivity and permeability, the applica
tion of laboratory-scale results to larger fractures in natural settings 
requires that the scaling effect be validated by changing length scales of 
fractures that are mated at longer wavelengths. 

In this study, we conducted a laboratory experiment and numerical 
simulations to investigate the relationship between hydraulic and elec
trical properties. We first made laboratory observations of the simulta
neous changes in fracture permeability and resistivity in a natural 
fracture in a geothermal rock sample under increasing normal stresses. 
The experimental data were used for the validation of our digital frac
ture simulation. In simulations of synthetic fractures of increasing scale, 
we then explored the scaling effect on fracture permeability, flow area, 
electrical resistivity, and their respective relationships. The simulations 
integrated the lattice Boltzmann method for the fluid flow within frac
tures and the finite-element method for the resistivity calculation 
(Sawayama et al., 2021). We also evaluated the local behavior of the 
fluid flow and electric current within fractures to investigate their dif
ferences and associated changes in the tortuosity of both flow paths. Our 
simulations revealed transport behavior, including the 3D flow channels 
in models of realistic rough-walled fractures, that mimics the hydraulic 
flow in field fractures. From our results, we propose a scale-independent 
empirical formula that can predict the changes in fracture permeability 
directly from the changes in formation factor (the ratio of saturated rock 
resistivity to fluid resistivity), by which geothermal reservoirs can be 
better monitored from field geophysical observations. 

Fig. 1. Image of the fracture surface of the 
experimental specimen showing the observed 
initial fracture aperture and a corresponding 
cross section of the fracture at the location of 
the black solid line. The white grid cells in the 
cross section represent the local aperture d. The 
area inside the red outline was used for spectral 
analysis, excluding the contaminated debris at 
the edges of the specimen (For interpretation of 
the references to colour in this figure legend, 
the reader is referred to the web version of this 
article.).   
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2. Method 

2.1. Laboratory observations 

Our initial laboratory experiment measured permeability and elec
trical resistivity under confining pressures in a rock sample of pyroxene 
andesite from a fractured core retrieved at a geothermal area in southern 
Kyushu, Japan. The rock contained a single natural fracture and a matrix 
consisting of fine-grained quartz, plagioclase, calcite, and chlorite 
(Sawayama et al., 2018b). The bulk and matrix porosities of the sample 
were 2.5 % and 0.9 %, respectively, at atmospheric pressure, as deter
mined by a pycnometer and the difference between the sample’s dry and 
water-saturated mass. 

The sample was prepared as a cylindrical specimen (35 mm in 
diameter and 70 mm long) with its flat end surfaces ground parallel to 
within 0.01 mm, in which the fracture plane was parallel to the central 
axis. Before the experiment, we used a 3D-measuring microscope 
(Keyence, VR-3050) to map the topography of the separated fracture 
walls with a grid of cells 23.433 μm square. We obtained an initial 
aperture distribution by numerically pairing the fracture surfaces such 
that they contacted at single points (Fig. 1). The mapped surfaces of the 
footwall and hanging wall are displayed in Fig. 2. The fracture surfaces 
mostly mated with a small aperture, except where a few debris particles 
might represent contamination during sample preparation. These areas 
were excluded from the spectral analysis of the surface roughness by 
restricting the analysis to the area within the red outline in Fig. 1. From 
the PSD slopes of the surface height of the footwall and hanging wall, the 
fractal dimension D was determined as 2.4 (Fig. A1 in Appendix A). The 
threshold wavelength that separates mismatched and mated wave
lengths, the mismatch length scale λc, was determined as 0.57 mm from 
the ratio of the PSDs of the fracture surface height and initial aperture 
(Glover et al., 1998b; Matsuki et al., 2006). Surface roughness σ, defined 
as the standard deviation of the surface height, was 0.49 mm. These 
three parameters—the fractal dimension, mismatch length scale, and 
surface roughness—are generally consistent with previous studies of 
various types of rock fractures (Table A1 in Appendix A). These pa
rameters were used to generate synthetic fracture models in our nu
merical simulations. 

After mapping the fracture surfaces, the specimen was restored to its 
original state. The fluid flow experiment was then performed under a 
range of eight confining pressures, Pc, between 6 and 20 MPa. The inlet 
and outlet pore pressures, Pin and Pout, were 5 and 4 MPa, respectively. 
Under each effective normal stress condition (Pc − (Pin + Pout)/2), we 
calculated the fracture permeability k based on 

k =
dh

2

12
, (3)  

where dh is the hydraulic aperture, estimated by Eq. (2) from the 
observed flow rates by assuming Darcy flow and neglecting the matrix 
permeability of the sample, which was less than 10–20 m2. 

At each value of normal stress, the electrical impedance was 
measured along the fluid flow direction employing a four-electrode 
method and an impedance meter (Solartron Analytical, SI 1260A). The 
current and voltage electrodes, made of narrow silver net ribbon with 
AgCl baked coating, were wound around the cylindrical surface of the 
rock sample. Impedance measurements were performed at a constant AC 
voltage of 30 mV. We obtained resistivity changes under the eight stress 
conditions by impedance measurements at the frequency of 10 mHz 
with the sample’s geometric factor (21 mm in length between electrodes 
and 960 mm2 in cross-sectional area). The fluid medium was saturated 
brine (1 wt.% KCl, 1.75 S/m), which had a conductance high enough 
that surface conduction of the rock matrix could be neglected. Details of 
the experimental setup were described in Sawayama et al. (2018a). 

2.2. Upscaled synthetic fracture model 

To apply the results of laboratory-scale investigations to field-scale 
predictions, the scaling effect in rock properties and their relationships 
must be clarified. For this purpose, we modeled synthetic fractures with 
isotropic surfaces that incorporated the fractal characteristics of real 
rock fracture surfaces and the scaling law of surface roughness (Matsuki 
et al., 2006). We used the values of fractal dimension D, roughness σ, and 
mismatch length scale λc determined on our natural rock fracture. We 
first generated a pair of correlated fractal surfaces by inverse Fourier 
transform of the Fourier components based on fractional Brownian 
motion (Brown, 1995). 

The Fourier components of the footwall af , xy are a function of the 
spatial frequency f =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(x2 + y2)/L2

√
in an arbitrary direction accord

ing to 

af , xy∝
(
x2 + y2)− 4− D

2 exp(2πiR1), (4)  

where x and y are the node numbers in the x- and y-direction, respec
tively, and R1 is a series of uniform random numbers (0 < R1 < 1). 
Similarly, the Fourier components of the hanging wall ah, xy are 

ah, xy∝
(
x2 + y2)− 4− D

2 exp(2πi(R1 + γ(f )R2 ) ) , (5)  

where γ(f) expresses the frequency-dependent matedness between the 
two surfaces and R2 is a series of uniform random numbers that is in

Fig. 2. Three-dimensional digital model of the 
experimental rock fracture (top) and model 
setup of the numerical simulation (lower right). 
The fluid flow and applied voltage are parallel 
to the fracture plane. A periodic boundary 
condition was adopted for both the lattice 
Boltzmann simulation and finite-element 
modeling. The black points in the model 
represent grid points; blue arrows are repre
sentative flow vectors calculated in each grid 
cell (For interpretation of the references to 
colour in this figure legend, the reader is 
referred to the web version of this article.).   
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dependent of R1. This relation can reproduce a self-similar fracture 
surface that has the same amplitude as the footwall and a different 
relative phase, providing a matedness at larger wavelengths and a 
mismatch at smaller wavelengths. The function γ(f) (Matsuki et al., 
2006) is equal to 1 (i.e., each surface is totally mismatched) at fre
quencies at or above the mismatch cutoff frequency fc (the inverse of λc) 
and takes a value between 0 and 1 (i.e., each surface is partially mated) 
at frequencies lower than fc to satisfy 

2
(

1 −
sin2πγ(f )

2πγ(f )

)

= R(f ), (6)  

where R(f) is the ratio of the PSDs of the linear profiles between the 
initial aperture and the surface height of the fracture surface. We 
determined the function γ(f) by solving Eq. (6) with the Newton- 
Raphson method, using R(f) calculated from the profiles of our natu
ral rock fracture (Appendix A): 

R(f ) = exp
(
− 0.021∙ln(f )3

− 0.59∙ln(f )2
+ 0.72∙ln(f ) − 2.9

)

As reconstructing the surface roughness of a fracture from the 
observed spectra is a stochastic process, we needed to examine sto
chastic fluctuations in models created by different random seeds. We 
used five different random seeds to validate the repeatability of our 
simulation results. 

After taking the inverse Fourier transform of each Fourier component 
(af , xy and ah, xy), the surface height is adjusted with an arbitrary pro
portional constant so that the surface roughness σ satisfies the scaling 
law 

σ = σ0

(
L
L0

)3− D

, (7)  

where σ0 is the standard deviation of the surface height along a linear 
profile of length L0 on a fracture surface and σ is the standard deviation 
of the surface height of an arbitrary fracture of length scale L. In this 
study, we used L0 = 24 mm and σ0 = 0.49 mm from our results for a 
natural rock fracture (Fig. 1) and generated four different fracture length 
scales (L = 24 mm, 48 mm, 96 mm, 144 mm). After preparing the digital 
footwall and hanging wall, we created digital fracture models by 
numerically pairing the fracture walls with different values of aperture 
closure. 

2.3. Digital fracture simulation 

We prepared 3D digital fracture models with a grid size of 0.1 mm, 
based on the surface topography of the natural fracture walls (Fig. 1), for 
a series of numerical simulations. The aperture between the two fracture 
surfaces was adjusted so that the model had a simulated permeability 
equivalent to that measured in the real fracture (Ishibashi et al., 2015; 
Sawayama et al., 2021; Watanabe et al., 2008). After the validation of 
our numerical approach with experimental results, we performed hy
draulic and electrical simulations with a series of upscaled synthetic 
fractures. Using fracture models at four different fracture length scales, 
we prepared different wall separations by uniformly reducing the local 
apertures. The overlapping areas of the fracture surfaces were assumed 
to be contacting asperities without considering deformation, because the 
effect of deformation on transport properties is small (Brown, 1989; 
Ishibashi et al., 2015; Matsuki et al., 2006). The resulting models can 
mimic both elastic and permanent deformations of contacting asperities 
to some extent (Brown, 1987; Nemoto et al., 2009; Power and Durham, 
1997; Watanabe et al., 2008). Although the voxel size potentially affects 
the absolute values of hydraulic and electrical properties, we confirmed 
that results with 0.1 mm and 0.05 mm voxels are similar in our models 
(Appendix B). We thus concluded that a 0.1 mm voxel system is suffi
ciently fine for the present study. 

Our numerical approach combined lattice Boltzmann fluid flow 

simulation and finite-element analysis of electrical properties. In lattice 
Boltzmann modeling, the fluid is modeled by a group of particles, and 
local fluid flow can be simulated as streaming and collision of these 
particles. It has a remarkable ability to simulate three-dimensional local 
flow with complex boundaries, i.e., heterogeneous fracture surfaces (He 
and Luo, 1997; Jiang et al., 2014). This study employed a 
multi-relaxation-time D3Q19 model (Ahrenholz et al., 2008), of which 
the governing equation is 

gi(x + eiΔt, t + Δt) = gi(x, t) + Ωi, i = 0,⋯18 (8)  

where Δt is the time step and gi(x, t) is the particle distribution function 
that represents the probability of finding a particle at node x and time t 
with velocity ei. Collision operators Ω are defined based on equilibrium 
moments and relaxation rates (Jiang et al., 2014). Three-dimensional 
water flow is driven by a constant body force from the inlet boundary 
into the outlet boundary (Fig. 2). Bounce-back boundaries (no-slip 
scheme at the fluid-solid interfaces) are implemented at the fracture 
surface, and a periodic boundary is applied along the fracture plane. 
Lattice Boltzmann simulations enabled us to explore the changes of both 
microscopic and macroscopic flow with aperture closure. We evaluated 
the channeling flow using flow area, defined as the ratio of the area of 
preferential flow paths to the area of the fracture plane (Sawayama 
et al., 2021; Watanabe et al., 2009), and fracture permeability from the 
macroscopic flow rate based on Eqs. (2) and (3). 

Subsequently, we evaluated the resistivity and the local field of 
electric currents through the finite-element modeling (Andrä et al., 
2013; Garboczi, 1998; Saxena and Mavko, 2016). The local field of 
electric currents was simulated from the potential difference between 
the inlet and outlet boundaries in the direction parallel to the fracture 
plane (and fluid flow direction). In this analysis, fluid and solid, 

Fig. 3. Experimental and simulated (a) fracture permeability and (b) resistivity 
with increasing effective normal stress. Solid and open symbols represent 
experimental and simulated results, respectively. 
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respectively, were modeled with conductivities of 1.75 S/m and 10–4 

S/m based on the experiment in this study and previous experiments on 
the same formation under dry conditions (Sawayama et al., 2019). From 
the electric current field, we then calculated the resistivity associated 
with an applied voltage parallel to the fluid flow direction based on 
Ohm’s law. We evaluated the bulk resistivity of the specimen with a 
constant number of grid cells in the z-direction (nz) to take the resistivity 
of the matrix rock into account. This evaluation confirmed that nz does 
not have a significant effect on the bulk resistivity ρb because the rock 
resistivity is much greater than the fracture resistivity. We then calcu
lated the formation factor F by dividing the bulk resistivity by the fluid 
resistivity ρw, (F = ρb/ ρw) so that both effects of the temperature and 
salinity on fluid resistivity can be neglected. We compared values of F for 
models with different fracture length scales. 

3. Results 

3.1. Validation with experiments and numerical simulations 

Fig. 3 shows the experimental and numerical determinations of 
changes in fracture permeability and resistivity with increasing effective 
normal stress. For both fracture permeability and resistivity with 
elevated stress, the experimental and the numerical results show similar 
trends and fit well with each other. Since our digital fracture simulations 
reproduce experimental results, the fracture size can be extended to 
approach a fracture scale in a natural setting. To examine the scaling 
effect on permeability and resistivity, we upscaled fracture sizes by 
using synthetic fractures modeled on the natural rock fracture. 

Fig. 4. Simulated fluid flow channels (colors) 
projected on maps of simulated fracture rough
ness (grayscale) at three different degrees of 
aperture closure and four different sample 
scales: (a–c) 24 mm, (d–f) 48 mm, (g–i) 96 mm, 
and (j–l) 144 mm. The normalized flow rate 
represents the vertical summation of flow rates 
in every z-direction (perpendicular to the frac
ture plane), normalized by the maximum value 
in each plot. Colorless regions have flow rates 
less than 1 % of the maximum. Mean apertures 
are 0.12 mm, 0.085–0.087 mm, and 
0.058–0.062 mm in the left, middle, and right 
columns, respectively.   
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3.2. Upscaled digital fracture simulations 

We conducted a series of digital fracture simulations based on syn
thetic fracture models having four different fracture length scales 
(24 mm, 48 mm, 96 mm, and 144 mm) and five different random seeds 
(Appendix C). Fig. 4 shows representative simulation results for flow 
rates through fractures of different length scales. In models with larger 
mean aperture (Fig. 4a, d, g, j), the network of dominant flow paths 
covers most of the area with open spaces (non-zero aperture), indicating 
that contacting asperities (zero aperture points) trigger the formation of 
the channeling flow. As the fracture closes, larger fractions of its surfaces 
are in contact, and hence the dominant flow paths decrease in number. 
Moreover, non-zero apertures with stagnant flow also form, and these 
increase in number as contacting asperities surround them (Fig. 4b, e, h, 
k). When the fracture significantly closes, the flow paths appear to be 

disconnected (Fig. 4c, f, i, l). Although the number of flow paths and the 
flow length both increase as the fracture is upscaled, their flow paths 
within the same unit area (40 mm2), shown as red outlines in Fig. 4, have 
similar appearances. 

The dominant paths of the electric current are similarly displayed in 
Fig. 5. As in the case of fluid flow, preferential path networks form that 
decrease in number with aperture closure. The scale-independent 
appearance in 40 mm2 unit areas can also be seen. Electric currents 
appear to be more diffuse over the fracture than the fluid flow, and this 
difference becomes significant at maximum aperture closure (Fig. 5c, f, 
i, l). 

Fig. 6a shows the vectors of hydraulic flow (in blue) and electrical 
flow (in red) overlaid at the same position so that the distributions of 
their respective paths can be compared. These two-dimensional vectors 
represent summations of the vectors in all cross sections in the z- 

Fig. 5. Simulated electric current channels (color) projected on maps of simulated fracture roughness (grayscale) at three different degrees of aperture closure and 
four different sample scales: (a–c) 24 mm, (d–f) 48 mm, (g–i) 96 mm, and (j–l) 144 mm. The normalized electric current represents the vertical summation of the 
current in every z-direction normalized by the maximum value in each plot. Mean apertures are the same as in Fig. 4. 
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direction (normal to the fracture plane) and are displayed on the aper
ture structure (in grayscale). Although hydraulic flow and electric cur
rent mostly pass through areas of non-zero aperture, the electric current 
has a larger number of paths than the hydraulic flow. This indicates that 
hydraulic flow is affected more strongly than electric current by con
tacting asperities. The differing sensitivities of hydraulic and electric 
processes to changes in aperture are the cause of their discrepant 
streamlines. According to Eqs. (1) and (2), the electric current is linearly 
dependent on the aperture and the flow rate is proportional to the cube 
of the aperture. However, cross sections of flow rate (Fig. 6b) and 
electric current (Fig. 6c) along line X–X′ in Fig. 6a show that our model, 
in some places, produces smaller fluxes in a larger aperture and larger 
fluxes in a smaller aperture. This result implies that local apertures are 
not the sole control of local hydraulic and electrical transport processes 
in rough-walled fractures. We infer that the connectivity of the path 
network also has a significant effect on local transport phenomena, as 
discussed in section 4.1. This is a characteristic that does not appear in 
the local parallel-plate model of electrical conductance and local flow 
rate as calculated by Eqs. (1) and (2), respectively. 

3.3. Fracture permeability, formation factor, and flow area 

The three panels of Fig. 7 show the changes of fracture permeability, 
formation factor, and flow categories as functions of fracture mean 
aperture. The three flow categories are the flow area (grid cells occupied 
by fluid flow as in Fig. 4), the conductive area (cells occupied by electric 
current as in Fig. 5), and the stagnant area (the rest of the non-contact 
area in a fracture); the summation of the flow and stagnant areas is 
not 100 % because contacting asperities are also present. These plots 
indicate no significant differences resulting from the changes of random 
seeds and scale length, demonstrating both the repeatability of the 
simulations and the scale-independent characteristics of transport 
behavior in our simulated fractures. Stochastic fluctuations are small, as 
we confirmed by using 100 different random seeds (Appendix D). 

Fracture permeability has a nonlinear relationship with the mean 
aperture (Fig. 7a). At smaller apertures, permeability deviates from pro
portionality to the square of the aperture in a parallel-plate model toward 
smaller values, starting around a mean aperture of 0.15 mm. This result 
implies that the parallel-plate model overestimates permeability at small 
apertures because it ignores the roughness effect (Ishibashi et al., 2015; 
Thompson and Brown, 1991; Zimmerman et al., 1991). The formation 

Fig. 6. a) Map of the local fracture aperture 
d (grayscale) showing streamlines for hydraulic 
flow (blue) and electrical flow (red). The map is 
24 mm square and the mean aperture is 
0.11 mm. (b) Cross-sectional profile on line X–X′

showing the hydraulic flow in the fracture. (c) 
Cross-sectional profile on line X–X′ showing the 
electrical flow in the fracture. Note that some 
high-flux channels in both flow rate and electric 
current appear in narrow apertures, and some 
low-flux channels appear in wide apertures (For 
interpretation of the references to colour in this 
figure legend, the reader is referred to the web 
version of this article.).   
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factor also has a nonlinear relationship with the mean aperture, increasing 
as the mean aperture decreases (Fig. 7b). Its rate of increase is smaller than 
the rate of decrease of fracture permeability, reflecting the different sen
sitivities of hydraulic and electrical flow to the mean aperture. 

The flow area decreases with aperture closure as the stagnant area 
increases correspondingly (Fig. 7c). This result demonstrates that re
gions of streaming and stagnant flow develop at all fracture length 
scales. The stagnant area reaches a peak when the aperture is small, 
reflecting the disconnection of flow paths (see Fig. 4c, f, i, l). The 
conductive area is slightly greater than the flow area at a given aperture, 
and the gap between them increases with aperture closure. This in
dicates that the electrical flow is not as strongly affected by the growth 
of the stagnant area as contacting asperities increase; thus, electrical 
flow is less strongly dependent on the local aperture. 

4. Discussion 

4.1. Local transport behavior 

Our study found that both hydraulic and electrical flows become 
highly channelized with the growth of contacting asperities (Figs. 4 and 
5). These flow paths become fewer with aperture closure as the contact 
area and isolated apertures increase. It is notable that electric current 
paths are more evenly distributed in the fracture than the fluid flow 
paths, as discussed in section 3.2 (Fig. 6a). Accordingly, the area of 
electric current is larger than the area of hydraulic flow (Fig. 7c). This 
discrepancy arises from the different sensitivity of the electrical and 
hydraulic flows to aperture, the first as a linear function in Eq. (1) and the 
second as a cubic function in Eq. (2) (Brown, 1989). Whereas flow rate 
decreases more strongly with aperture closure and local flow directions 
show more deviations from the global flow direction (i.e., high tortuos
ity), local current directions deviate less from the global flow direction 
because the electric current is less sensitive to the aperture (Fig. 6a). 

To evaluate the degree of these path deviations, we calculated a 
weighted average of the local tortuosity τ2 from the local flow directions 
(Guéguen and Palciauskas, 1994): 

τ2 =

(
δL’

δL

)2

=
1

cos2θ
, (9)  

where δL and δL’ are the actual path length and apparent path length 
along the global flow direction, respectively, and the path angle θ is the 
deviation of the local flow vector from the global flow direction (y-di
rection); θ = 90 ± 0.1◦ is neglected to eliminate the local error. We 
calculated the path angle in all grid cells (0.1 mm square), and the 
overall tortuosity was defined as the average path angle as weighted by 
the local flow rate or electric current. Fig. 8 shows the changes in tor
tuosity with respect to the mean aperture. The tortuosities of hydraulic 
and electrical flow paths (hydraulic tortuosity and electric tortuosity 
hereafter) indicate that hydraulic and electrical flow have different 
winding characteristics; hydraulic tortuosity is always higher than 
electrical tortuosity at mean apertures greater than 0.1 mm. The figure 
also indicates that both tortuosities are scale-independent with respect 
to the mean aperture. 

We validated the results of hydraulic and electrical tortuosities by 
comparing the simulated results of fracture permeability and formation 
factor. Considering the equivalent channel model of the parallel-plate 
(Paterson, 1983; Walsh and Brace, 1984), permeability k and the for
mation factor F can be rendered as functions of the tortuosity: 

Fig. 7. Changes of (a) fracture permeability, (b) formation factor, and (c) flow, 
stagnant, and conductive areas as functions of the mean aperture. Symbol 
shapes correspond to the different random seeds, and their colors correspond to 
the different fracture length scales. The dashed reference line in (a) denotes a 
slope of d2/12. 

Fig. 8. Tortuosity of hydraulic flow paths (blue) and electrical flow paths 
(orange) as a function of mean aperture. Symbol shapes denote different frac
ture length scales (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.). 
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k =
d2φ

12τh
2, (10)  

F =
τe

2

φ
, (11)  

where d is the aperture, τh
2 is hydraulic tortuosity, τe

2 is electrical tor
tuosity, and φ is porosity. Porosity can be assumed to equal 1 in the 
calculation of the fracture permeability, and it equals d/nz in the 
calculation of the formation factor under the assumption of a very small 
matrix porosity. We used the mean aperture and calculated tortuosities 
to predict the fracture permeability from Eq. (10) and the formation 
factor from Eq. (11), which are plotted in Fig. 9 along with their simu
lated values. The simulated and predicted values of fracture perme
ability are in good agreement for mean apertures larger than 0.1 mm 
(Fig. 9a). The slight difference between simulated and predicted 
permeability may arise from the discrepancy between the mean aperture 
and the actual hydraulic flow width, i.e., hydraulic aperture (Brown, 
1989). The predicted and simulated values of formation factor also 
match for mean apertures larger than 0.1 mm (Fig. 9b), if the predicted 
value is divided by 7 to adjust the offset. This offset may represent the 
difference between the mean aperture and the actual width of the 
electrical conduction channel (i.e., electric aperture). As pointed out by 
Brown (1989), the use of mean aperture would not reproduce the ab
solute value of the electric current, which is affected by higher values of 
the local electric current in smaller local apertures (Fig. 6c). Even a 
weighted harmonic mean of the local aperture over the cell cannot 
explain this discrepancy (Fig. E1 in Appendix E); therefore, the differ
ence between the mean aperture and electric aperture (i.e., the predicted 
and simulated formation factors) is an inherent reflection of the local 
connectivity of electric paths, which cannot be characterized from the 
aperture alone (Appendix E). 

The agreement between simulated and predicted results for mean 
apertures greater than 0.1 mm indicates that the equivalent channel 
model enables us to consider the roughness effect by taking tortuosity 
into account, a capability lacking in the parallel-plate model. However, 
both predicted results by Eqs. (10) and (11) deviate from the simulation 
results at mean apertures smaller than 0.1 mm. These features may be 
unrealistic and a consequence of the smaller number of flow paths at 

Fig. 9. Simulated and predicted (a) fracture permeability and (b) formation 
factor as a function of mean aperture. Symbol shapes represent different frac
ture length scales; colored and open symbols denote simulated and predicted 
results, respectively. The predicted formation factor is divided by 7 so that the 
resultant offset can be adjusted to the simulated results. 

Fig. 10. Graphs of (a) fracture permeability versus formation factor and (b) flow area versus formation factor. Symbol shapes represent different fracture length 
scales. N indicates the number of fractures in a unit volume, and associated changes of permeability and resistivity are illustrated by blue and orange dashed arrows, 
respectively. Red lines in (a) represent the prediction lines based on Eq. (12) in which α = 1.0 and β = 8.0 for the solid line and α = 1.8 and β = 5.7 for the dashed line 
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.). 
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small apertures (Figs. 4i–l and 6 i–l). Simulations with higher resolution 
might resolve these discrepancies; in fact, when the simulation uses 
smaller voxel sizes, hydraulic tortuosity continuously increases as the 
aperture decreases, and the permeability predicted from tortuosity is 
closely consistent with simulation results (Fig. B2b) above a percolation 
threshold, as discussed in section 4.2. However, the computational cost 
is prohibitive at present. Given the strong trend of the hydraulic and 
electrical tortuosities with apertures greater than 0.1 mm, we conclude 
that these unrealistic results at smaller mean apertures do not affect the 
overall discussion. We note that the permeability and formation factor 
are successfully calculated with high repeatability; hence, the results for 
these global transport properties are reliable. 

4.2. Relationship between hydraulic and electrical properties 

We have established that changes in hydraulic properties (fracture 
permeability and flow area) and electrical properties (formation factor 
or resistivity) with respect to the mean aperture are both independent of 
fracture length scales at various ranges of contact area (10–65 %) and 
mean aperture (0.05–0.18 mm) (Fig. 7). These scale-independent char
acteristics arise from the scaleless changes of the tortuosity (Fig. 8), 
which may be a key factor controlling those scaleless properties. 
Although the decrease of the mean aperture mimics the aperture closure 
caused by stress increase (Fig. 3), these changes in transport properties 
with mean aperture might not precisely match the corresponding 

changes with stress increase. However, because scale-independent 
changes of fracture permeability and flow area with stress changes 
were also reported by Ishibashi et al. (2015) in laboratory experiments 
with mated fractures, our observed scale-independent characteristics 
should not have significant differences from those with stress changes. 
Note that even if their scale dependence with aperture changes differs 
from their scale dependence with stress changes, their respective re
lationships with hydraulic and electrical properties should have iden
tical trends, as we discuss below. It should also be noted that these 
features of scale independence are only confirmed at the present model 
scales, i.e., in mated fractures with lengths of 24–144 mm. 

Having explored the scale dependence of each transport property, we 
then examined the respective correlations of fracture permeability and 
flow area with formation factor (Fig. 10). The relationship between 
fracture permeability and formation factor (k–F relationship hereafter) 
plotted in Fig. 10a is scale-independent. The k–F relationship can be 
empirically formulated as 

logk = − α∙logF − β, (12)  

where α and β are empirical parameters depending on ranges of 
permeability, for example, α = 1.0 and β = 8.0 when k < 10–10.8 m2, 
whereas α = 1.8 and β = 5.7 when k > 10–10.8 m2 (Fig. 10). Although the 
stochastic process of the fracture modeling produces small fluctuations 
of the k–F relationships when the aperture is small (up to 16 % relative 
error), the values of α and β are not changed significantly by stochastic 

Fig. 11. Schematic plot showing changes in parameters relevant to flow channels as functions of fracture permeability. Points a, b and c are represented by the 
bottom panels illustrating typical flow channel networks of hydraulic paths (blue) and electrical paths (orange) for the connected and less-connected regions (see text 
for discussion) (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.). 
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fluctuations (Fig. D3 in Appendix D). The slope α is related to the 
sensitivity to the tortuosity from the equivalent channel model 
(Appendix F), expressed by the slope ε of the log-log relationship be
tween the tortuosity and the mean aperture in Fig. 8: 

α =
2 − ε
1 − ε. (13) 

It appears that α is bounded between values of 1 and 2. The tortuosity 
change is very sensitive to aperture change at higher values of α and 
insensitive to aperture closure at lower values (Brown, 1989). 

As the present results are based on mated single fractures, let us 
consider the case of multiple fractures, which is more realistic in 
geothermal fields. Assuming a vertical series of single fractures having 
the same fractal surfaces in a unit volume, the resultant permeability and 
formation factor are characterized by the simple summation of the 
aperture (multiplication of the number of fractures and mean aperture) 
based on Eqs. (10) and (11). In the case of 10 fractures, permeability is 
higher than the present results by two orders of magnitude, whereas the 
formation factor decreases by one order. The empirical parameter β is 
thus influenced by the number of fractures in a unit volume (i.e., fracture 
density), whereas the slope α remains constant regardless of the fracture 
density. The offset β can be neglected for monitoring purposes as 

k
k’

=
F
F’

− α
, (14)  

where k’ and F’ are arbitrary reference values of the permeability and 
formation factor, respectively. Overall, the k–F relationship is scale- 
independent whereas the slope α remains constant regardless of the 
fracture length scale and roughness. 

The relationship between the flow area and the formation factor also 
displays scale independence (Fig. 10b). This potentially arises from the 
scale independence of flow area and permeability (Fig. 7) and the k–F 
relationship (Fig. 10a). 

The k–F relationship shows a transition at a specific fracture 
permeability, indicating that the empirical parameters α and β are not 
constant at all permeability values. Because the decrease of permeability 
is associated with the evolution of stagnant flow and high tortuosity due 
to aperture closure, changes in the k–F relationship may be related to 
changes in local transport properties. Fig. 11 schematically summarizes 
the changes in the formation factor, tortuosity, mean aperture, and 
stagnant area against fracture permeability. Note that only the tortu
osities for k < 10–10 were simulated (Fig. 8), whereas tortuosities for k >
10–10 were calculated by using the corresponding mean apertures and α 
from Eq. (13) as a reference value. The three panels at the bottom of 
Fig. 11 illustrate the associated changes of the hydraulic and electrical 
paths, composed by overlaying the flow channels selected from 
Figs. 4a–c and 5 a–c. The trends of the k–F relationships are divided on 
the basis of the flow channels into two stages: the connected region and 
the less-connected region. In the connected region (k > 10–10.8 in this 
study), decreasing aperture (or the increase of contacting asperities) 
affects the local tortuosity which in turn controls the effect of roughness 
on fracture permeability and formation factor (Fig. 9). As the tortuosity 
constantly increases with aperture closure (Fig. 8), the trend of the k–F 
relationship remains constant (Fig. 10). The stagnant area gradually 
increases as long as the flow channels are connected (Fig. 4b, e, h, k). In 
the less-connected region (k < 10–10.8), the k–F relationship shows a 
steeper slope (Fig. 10), indicating that tortuosity has nearly stopped 
increasing. The stagnant area also reaches a peak at this stage because of 
the disconnection of the flow paths (Fig. 4c, f, i, l). Because the forma
tion factor mainly depends on the tortuosity (Eq. (11)), its rate of change 
slightly decreases. In contrast, the fracture permeability responds to the 
combination of the tortuosity and aperture changes by continuously 
decreasing (Eq. (10)). Thus, the division of the k–F relationship may 
reflect the changes in local flow behavior associated with changes in the 
tortuosity and connectivity of path channels. This inflection point of the 
k–F relationship may correspond to a percolation threshold at which the 

flow paths become disconnected (Fig. 11). 

4.3. Implications for geothermal field monitoring 

The different trends of the k–F relationships in the connected and 
less-connected regions indicate the difference in the sensitivity of re
sistivity to changes in permeability in response to the connectivity 
within subsurface fractures. This means that resistivity monitoring 
should be able to more readily detect permeability changes in less- 
connected fractures than in connected fractures. In practice, resistivity 
observations in Australian EGS projects have detected changes in re
sistivity of around 5 % (Didana et al., 2017) and 10 % (Peacock et al., 
2013) associated with hydraulic stimulation of pre-existing fault sys
tems. Assuming α = − 1.8 in Eq. (14), these resistivity changes corre
spond to 11 % and 21 % increases in permeability, respectively. 
Although α is potentially different in rock fracture surfaces with 
different fractal characteristics, it will take values between 1 and 2 ac
cording to Eq. (13); indeed, permeability changes are always larger than 
observed resistivity changes. However, because our model assumes a 
simple vertical series of single fractures, the changes in transport 
properties in intersecting fracture networks (e.g., Kirkby and Heinson, 
2017) should be further investigated. Moreover, it should be noted that 
permeability enhancement by hydraulic stimulation is triggered not 
only by joint openings but also by shear slips (e.g., Rinaldi and Rutqvist, 
2019). Because our digital fracture models are mated fractures based on 
isotropic surfaces, future work should employ natural rock fractures 
with anisotropic characteristics (e.g., sheared fractures) to confirm the 
limitations of our proposed model. We found that empirical parameters 
in our proposed formula are constant in fractures with the same fractal 
characteristics, regardless of their length scales. This finding implies that 
investigations of small-scale fractures are sufficient to study the k–F 
relationship, such that laboratory-scale relationships can be seamlessly 
extrapolated to fractures in natural settings, even for differing empirical 
parameters of fractures at different locations. Because our experimental 
fracture was much smaller than natural fractures, which may reach the 
kilometer scale (Didana et al., 2017), future research needs to investi
gate further scale dependencies and consider the use of more efficient 
grid systems, such as the multigrid approach. 

5. Conclusion 

We investigated the changes with aperture closure in the fracture 
permeability, flow area, and formation factor of mated fractures and 
used upscaled digital fracture simulations to clarify their scaling 
behavior. We confirmed that fracture permeability, formation factor, 
and the relationship between them are scale-independent with respect to 
the mean aperture. Our digital fracture simulations revealed that hy
draulic and electrical properties have slightly different local transport 
behaviors because of their cubic and linear dependences, respectively, 
on the aperture. Both hydraulic and electrical properties demonstrate 
scale-independent behaviors that reflect the scaleless changes of path 
tortuosity. Notably, we found scale-independent relationships between 
permeability and formation factor (the k–F relationship) and between 
flow area and formation factor. Our digital fractures with isotropic 
fractal surfaces successfully reproduced nonlinear k–F relationships 
comparable to those previously observed in natural rock fractures. We 
demonstrated that the k–F relationship could be determined from 
empirically determined properties regardless of fracture length scale. 
The k–F relationship reflects the changes in the local flow behavior that 
can be determined from the changes in tortuosity and connectivity of 
path channels. Although further study is needed to confirm these 
empirical parameters, our finding of scale independence in the k–F 
relationship indicates that laboratory-scale fracture properties can be 
confidently used for interpreting field data and for fracture flow moni
toring by utilizing data for resistivity, which is remotely observed with 
geophysical methods. 
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Appendix A. Fractal characteristics of fracture surfaces 

Fig. A1 shows a power spectrum density (PSD) of the footwall, hanging wall, and the initial aperture profiles produced by the surface measure
ments. From the PSD slopes of the footwall and hanging wall, the fractal dimension D is determined from following equations (Power et al., 1987; 
Power and Durham, 1997): 

D = 7 − 2a, (A1)  

where a is the PSD slope of the surface height. In Fig. 1b, the dashed line denotes the mismatch length scale λc, which is determined from the curvature 
of the PSD ratio of the surface height to initial aperture; for the wavelength lower than the threshold wavelength, the PSD ratio begins to decrease with 
a decreasing spatial frequency (Glover et al., 1998b; Matsuki et al., 2006). Table A1 summarizes the previous studies about surface roughness, fractal 
dimension, and mismatch length scale. 

Fig. A1. Power spectral density of the footwall, hanging wall, and initial aperture against the spatial frequency (or wavenumber). D and λc denote the fractal 
dimension and the mismatch wavelength that divide mated and unmated spectral regions, respectively. 

Table A1 
Summary of the fractal characteristics of fracture surfaces in various rock types. L, σ, D, and λc represent the fracture length scale, surface roughness, fractal dimension, 
and mismatch length scale, respectively.  

Rock type* L (mm) σ (mm) D λc (mm)  Reference 

Andesite (N) 24 0.49 2.4 0.57 This study 
Granite (I) 48 1.3 2.5 0.53 Sawayama et al. (2021) 
Granite (I) 48 1.7 2.4 0.57 Sawayama et al. (2021) 
Granite (I) 20 1.3 2.3 0.7 Ishibashi et al. (2015) 
Granite (I) 20 1.966 2.297 0.568 Matsuki et al. (2006) 
Granite (I) 95.9 2.02 2.21 4.5 Ogilvie et al. (2006) 
Syenite (I) 96.8 1.96 2.18 2.5 Ogilvie et al. (2006) 

(continued on next page) 
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Appendix B. Resolution tests 

The voxel size potentially affects the absolute value of permeability and formation factor because these quantities are sensitive to the connectivity 
of the local aperture (Sawayama et al., 2021). To verify this possible effect of voxel size, we analyzed these properties of models with different voxel 
sizes, preparing 24 mm × 24 mm fracture models using cubic systems with 0.05 mm, 0.1 mm, and 0.2 mm voxels. Fig. B1 plots the permeability and 
formation factor against the mean aperture from the models of each voxel size. At apertures greater than 0.07 mm, both permeability and resistivity in 
the models with 0.05 mm and 0.1 mm voxels are in good agreement. Although voxel size affects estimates of permeability and formation factor to some 
degree at apertures smaller than 0.07 mm, the maximum difference in permeability between results with 0.05 mm and 0.1 mm voxels is less than half 
an order of magnitude (Fig. B1a), and the difference in formation factor is much smaller (Fig. B1b). Because the computational cost is prohibitive at the 
largest fracture size (144 mm × 144 mm) in a 0.1 mm cubic system, we conclude that the 0.1 mm voxel size is suitable for our discussions of scale 
dependencies of permeability and formation factor. 

Fig. B2(a) plots hydraulic tortuosity against mean aperture from the models of each voxel size. The results from the models with 0.05 mm and 
0.1 mm voxels show good agreement for mean apertures greater than 0.09 mm. The tortuosity of the smallest voxel size continuously increases with 
aperture decrease until around a mean aperture of 0.06 mm, which represents a percolation threshold (Fig. 11). Consequently, permeability predicted 
from the tortuosity and simulated permeability match closely above this threshold (Fig. B2b). 

Table A1 (continued ) 

Rock type* L (mm) σ (mm) D λc (mm)  Reference 

Gabbro (I) 100 1.945 2.24 2.3 Ogilvie et al. (2006) 
Sandstone (I) 100 3.03 2.28 8 Ogilvie et al. (2006) 
Granodiorite (I) 97 3.21 2.20 3 Ogilvie et al. (2006) 
Tuff (I) 40.96 1.2985 2.305 0.25 Glover et al. (1997; 1998a) 
Tuff (N) 13 0.0978 2.41 0.183 Brown (1995) 
Tuff (N) 13 0.0682 2.45 0.506 Brown (1995) 
Granodiorite (N) 13 0.111 2.32 0.131 Brown (1995) 
Sandstone (N) 13 0.156 2.52 0.894 Brown (1995) 
metasediment (N) 13 0.085 2.36 0.653 Brown (1995) 
Rhyolitic dike (N) 13 0.0985 2.34 0.274 Brown (1995) 
Rhyolitic dike (N) 13 0.204 2.4 0.2666 Brown (1995) 
Rhyolitic dike (N) 13 0.0864 2.36 0.18 Brown (1995) 
Rhyolitic dike (N) 13 0.0668 2.34 1.81 Brown (1995) 
Rhyolitic dike (N) 13 0.0894 2.35 0.381 Brown (1995) 
Tuff (N) 26 0.189 2.25 0.293 Brown (1995) 
Tuff (N) 26 0.147 2.23 0.466 Brown (1995) 
Siltstone (N) 13 0.0454 2.48 0.769 Brown (1995) 
Chalk (N) 26 0.104 2.41 0.175 Olsson and Brown (1993) 
Granite (I) 13 0.201 2.51 1.3 Chen and Spetzler (1993) 
Granite (I) 13 0.188 2.49 0.693 Chen and Spetzler (1993) 
Granite (I) 13 0.204 2.21 0.714 Chen and Spetzler (1993) 
Granodiorite (N) 13 0.222 2.09 0.18 Brown et al. (1986) 
Tuff (N) 52 0.758 2.3 3.3 Spengler and Chornak (1984) 
Tuff (N) 52 0.702 2.17 0.97 Spengler and Chornak (1984) 
Tuff (N) 52 0.962 2.27 0.748 Spengler and Chornak (1984) 
Sandstone (I) 42 N/A N/A 0.45 Glover et al. (1998b) 
Granite (I) 42 N/A N/A 1.40 Glover et al. (1998b) 
Granite (I) 42 N/A N/A 1.10 Glover et al. (1998b) 
Diabase (N) N/A N/A 2.20 N/A Brown and Scholz (1985) 
Diabase (N) N/A N/A 2.19 N/A Brown and Scholz (1985) 
Siltstone (N) N/A N/A 2.20 N/A Brown and Scholz (1985) 
Siltstone (N) N/A N/A 2.23 N/A Brown and Scholz (1985) 
Siltstone (N) N/A N/A 2.20 N/A Brown and Scholz (1985) 
Siltstone (N) N/A N/A 2.41 N/A Bahat and Engelder (1984) 
Siltstone (N) N/A N/A 2.52 N/A Bahat and Engelder (1984)  

* Fracture types are denoted in the brackets: N: natural joint; I: induced fracture. 

Fig. B1. Graphs showing (a) fracture permeability and (b) formation factor with different sizes of voxel as a function of mean aperture. Open diamonds, solid 
diamonds, and open circles represent the results from 0.2, 0.1, and 0.05 mm voxel sizes, respectively. 
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Appendix C. Supplementary data 

Supplementary material related to this article can be found, in the online version, at doi:https://doi.org/10.1016/j.geothermics.2021.102065. 

Appendix D. Verification of stochastic fluctuations with 100 different random seeds 

Our study used five different random seeds to create fracture models. Although the effect of random seeds is small (Fig. 8), we ran further sim
ulations to better estimate the possible error of the stochastic process. We created and ran simulations in additional fracture models 24 mm in length 
by using 100 different random seeds with 16 different values of aperture closure in each (1600 models in total). Fig. D1, plotting permeability and 
formation factor against the mean aperture from these models, shows that their fluctuations are negligible at mean apertures greater than 0.1 mm, 
whereas they show some scatter at smaller mean apertures. Fig. D2 shows the relative error of these properties, calculated from the standard deviation 
of each property at the same mean apertures. Although the error at mean apertures smaller than 0.1 mm is greater than those at larger mean apertures, 
all results have relative errors smaller than 16 %. These fluctuations produce a little scatter in the relationships between permeability and formation 
factor at smaller apertures, i.e., in less connected regions (Fig. D3); however, note that the empirical parameters α and β in Eq. (12) are not significantly 
affected by these stochastic fluctuations. 

Fig. B2. Graphs showing (a) hydraulic tortuosity with different sizes of voxel and (b) simulated and predicted permeability as a function of mean aperture. Open 
diamonds, solid diamonds, and open circles in Fig. B2 (a) represent the results from 0.2, 0.1, and 0.05 mm voxel sizes, respectively. Open and solid circles in Fig. B2 
(b) denote simulated and predicted results, respectively. 

Fig. D1. Graphs showing (a) fracture permeability and (b) formation factor of the models with different random seeds as a function of mean aperture.  
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Appendix E. Local distribution of electric aperture 

We observed the offset between the formation factor predicted from the aperture and the simulated formation factor (Fig. 9b), which may arise 
from the discrepancy between the local aperture and actual electrical flow paths. To verify this discrepancy, we visualized the distributions of local 
apertures and electric apertures at a mean aperture of 0.11 mm. The electric aperture is calculated from the local electric current based on Eq. (1). The 
simulated electric aperture is much greater than the aperture where electrical flow paths are highly connected (Fig. E1a and b). This locally larger 
electric aperture raises the mean value of the electric aperture above the mean aperture. 

One possible concern is that the local aperture in a finite grid cell does not adequately represent the aperture in the case where the aperture 
significantly changes across a grid cell. In an attempt to reduce this effect, we also calculated the effective electric aperture from a weighted harmonic 
mean of the local aperture over the cell (Kirkby et al., 2016). The effective electric aperture de, WE between two adjacent cells is calculated by 

1
de, WE

=
1

sWCde, WC
+

1
sCEde, CE

, (E1)  

where effective apertures of two adjacent cells (de, W and de, E) are obtained from the apertures at the midpoint of each cell de, W or de, E, and the 
aperture at the common end of the two cells de, C 

de, WC =
de, C − de, W

ln(de, C) − ln(de, W)
(E2a)  

de, CE =
de, C − de, E

ln(de, C) − ln(de, E)
(E2b) 

The weighting factor s is defined by 

sWC =
ηｚ

|rC − rW |
(E3a) 

Fig. D3. Graphs of fracture permeability versus formation factor from the models with 100 different random seeds. Each solid line represents the results of different 
random seeds. Red lines denote the prediction lines based on Eq. (12) in which α = 1.0 and β = 8.0 for the solid line and α = 1.8 and β = 5.7 for the dashed line. 

Fig. D2. Relative errors of (a) fracture permeability and (b) formation factor with respect to the stochastic process in each mean aperture.  
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sCE =
ηｚ

|rC − rE|
(E3b)  

where ηｚ is the z component of the unit normal vector to the midpoint between the two surfaces and r is the position vector (Brush and Thomson, 
2003). Fig. E1c shows the distribution of the calculated effective electric apertures. Although the effective electric apertures are slightly greater than 
the local apertures, our simulated electric apertures are greater still. The difference between the mean aperture and electric aperture thus is a 
characteristic reflecting the local connectivity of electrical flow paths, which cannot be characterized from the aperture alone. 

Appendix F. Derivation of Equation (13) 

The equation (14) represents that changes in the k–F relationship with aperture closure can only be characterized by the coefficient α. Based on Eqs. 
(10) and (11), permeability is the function of the aperture, tortuosity, and porosity, whereas the formation factor is the function of the tortuosity and 
porosity. Taking them into account, the equation (14) can be rewritten as: 

α = − log
k
ko

∙
(

log
F
Fo

)− 1

= − log
d2φ

/
τ2

do
2φo

/
τo

2
∙(log

τ2/φ
τo

2/φo
)
− 1
, (F1)  

where the subscript zero indicates an arbitrary reference value. Considering the bulk properties including the fracture and matrix with a negligibly 
small porosity, the fracture porosity φ can be given by the ratio of the aperture d and the model thickness nz, as φ = d/ nz. Then substitution of φ into 
Eq. (F1) yields: 

α = − (3log
d
do

− log
τ2

τ2
o
)∙(log

τ2

τ2
o
− log

d
do
)
− 1 (F2)  

log
τ2

τ2
o
=

3 − α
1 − α log

d
do

(F3)  

where the slope (3 − α)/ (1 − α) represents the slope ε in the log-log relationship between tortuosity and aperture (Fig. 8), ε = (3 − α)/ (1 − α). This is 
the same form in the Walsh and Brace (1984). 

In contrast, for the case of fracture permeability where only the fracture aperture is involved, the porosity φ can be assumed to be one, thereby the 
equation (F3) should be rewritten as the following form. 

log
τ2

τ2
o
=

2 − α
1 − α log

d
do

(F4) 

Because the slope (2 − α)/ (1 − α) is equal to the slope ε, the coefficient α is given as: α = (2 − ε)/ (1 − ε), which is the specific form for the 
relationship between fracture permeability and formation factor. 

Fig. E1. Local distribution of (a) aperture, (b) simulated electric aperture, and (c) effective electric aperture of the model that have 0.11 mm of mean aperture.  
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Guéguen, Y., Palciauskas, V., 1994. Introduction to the Physics of Rocks. Princeton 
University Press, Princeton.  

Hata, M., Oshiman, N., Yoshimura, R., Tanaka, Y., Uyeshima, M., 2015. Three- 
dimensional electromagnetic imaging of upwelling fluids in the Kyushu subduction 
zone, Japan. J. Geophys. Res. Solid Earth 120, 1–17. https://doi.org/10.1002/ 
2014JB011336. 

Hawkins, A.J., Becker, M.W., Tester, J.W., 2018. Inert and adsorptive tracer tests for field 
measurement of flow-wetted surface area. Water Resour. Res. 54, 5341–5358. 
https://doi.org/10.1029/2017WR021910. 

He, X., Luo, L.-S., 1997. Lattice Boltzmann model for the incompressible Navier–Stokes 
equation. J. Stat. Phys. 88, 927–944. https://doi.org/10.1023/B: 
JOSS.0000015179.12689.e4. 

Ishibashi, T., Watanabe, N., Hirano, N., Okamoto, A., Tsuchiya, N., 2015. Beyond- 
laboratory-scale prediction for channeling flows through subsurface rock fractures 
with heterogeneous aperture distributions revealed by laboratory evaluation. 
J. Geophys. Res. Solid Earth 120, 106–124. https://doi.org/10.1002/ 
2014JB011555. 

Jackson, D.B., Kauahikaua, J., Zablocki, C.J., 1985. Resistivity monitoring of an active 
volcano using the controlled-source electromagnetic technique: Kilauea, Hawaii. 
J. Geophys. Res. 90, 12545–12555. https://doi.org/10.1029/JB090iB14p12545. 

Jaeger, J., Cook, N.G., Zimmerman, R., 2007. Fundamentals of Rock Mechanics, 4th ed. 
Wiley–Blackwell, New Jersey.  

Jiang, F., Tsuji, T., Hu, C., 2014. Elucidating the role of interfacial tension for 
hydrological properties of two-phase flow in natural sandstone by an improved 

lattice Boltzmann method. Transp. Porous Media 104, 205–229. https://doi.org/ 
10.1007/s11242-014-0329-0. 

Kirkby, A., Heinson, G., 2017. Three-dimensional resistor network modeling of the 
resistivity and permeability of fractured rocks. J. Geophys. Res. Solid Earth 122, 
2653–2669. https://doi.org/10.1002/2016JB013854. 

Kirkby, A., Heinson, G., Krieger, L., 2016. Relating permeability and electrical resistivity 
in fractures using random resistor network models. J. Geophys. Res. Solid Earth 121, 
1546–1564. https://doi.org/10.1002/2015JB012541. 

Kranz, R.L., Frankel, A.D., Engelder, T., Scholz, C.H., 1979. The permeability of whole 
and jointed Barre Granite. Int. J. Rock Mech. Min. Sci. Geomech. Abstr. 16, 225–234. 
https://doi.org/10.1016/0148-9062(79)91197-5. 

Maithya, J., Fujimitsu, Y., 2019. Analysis and interpretation of magnetotelluric data in 
characterization of geothermal resource in Eburru geothermal field, Kenya. 
Geothermics 81, 12–31. https://doi.org/10.1016/j.geothermics.2019.04.003. 

Matsuki, K., Chida, Y., Sakaguchi, K., Glover, P.W.J., 2006. Size effect on aperture and 
permeability of a fracture as estimated in large synthetic fractures. Int. J. Rock Mech. 
Min. Sci. 43, 726–755. https://doi.org/10.1016/j.ijrmms.2005.12.001. 

Mogi, T., Nakama, S., 1993. Magnetotelluric interpretation of the geothermal system of 
the Kuju volcano, southwest Japan. J. Volcanol. Geotherm. Res. 56, 297–308. 
https://doi.org/10.1016/0377-0273(93)90022-J. 

Nemoto, K., Watanabe, N., Hirano, N., Tsuchiya, N., 2009. Direct measurement of 
contact area and stress dependence of anisotropic flow through rock fracture with 
heterogeneous aperture distribution. Earth Planet. Sci. Lett. 281, 81–87. https://doi. 
org/10.1016/j.epsl.2009.02.005. 

Neuville, A., Toussaint, R., Schmittbuhl, J., 2010. Fracture roughness and thermal 
exchange: a case study at Soultz-sous-Forêts. Comptes Rendus Geosci. 342, 616–625. 
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